**Related works**

The amount of works concerning video classification remains small compared to image classification. Classifying videos presents unique challenges for machine learning models.  Deep learning tools such as the convolutional neural networks are extensively used for image analysis and classification tasks, but they become relatively expensive to use for a corresponding analysis in videos by requiring memory provision for the additional temporal information. Simonyan et al. [1] achieved very competitive performance by training two CNNs on spatial (static frames) and temporal (optical flows) streams separately and then fusing the two networks. Ji et al. and Karparthy et al. extended the image-trained CNN into temporal domain by stacking static frames, upon which convolution can be performed with space-temporal filters [2, 3]. Shengxin et.al conducted an in-depth exploration of different strategies for doing event detection in videos using convolutional neural networks (CNNs) trained for image classification. They studied different ways of performing spatial and temporal pooling, feature normalization, choice of CNN layers as well as choice of classifiers [4]. While it is now clear that CNN-based approaches outperform most state-of-the-art handcrafted features for image classification [5], until very recent [4] it was not sure for video classification.

Our work is closely related to other research challenges towards the efficient use of CNN for video classification. The aim of our effort is to compare architectures of different complexity. We propose an efficient approach to exploit off-the-shelf image-trained CNN architecture for video classification. We advance to a more complex model based on CNN architecture tailored for capturing the video characteristics proposed by [3]. On top of the single-stream CNN architectures, we build a two-stream neural network for temporal and spatial analysis. This work aims at filling a gap in the existing works, where the focus is placed on designing new classification pipelines or deeper network structures [4] without trying to evaluating and adjust implementation details of common successful image-trained architectures.
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